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1 INTRODUCTION 
In CRUTIAL, the deployed testbeds are composed of two platforms. One platform – the 
telecontrol testbed – consists of power station controllers on a real-time control network, 
interconnected to corporate and control centre networks (at CESI-R1). The other platform – 
the microgrid testbed – is based on power electronic converters that are controlled from PCs 
that are interconnected over an open communication network (at K.U.Leuven). 

Both testbeds integrate elements from the electrical infrastructure as well as from the 
information (computing and communication) infrastructure, in order to focus on their 
interdependencies, and specifically on the vulnerabilities that occur in the electric power 
system when a part of the information infrastructure breaks down. 

The two testbeds address emerging needs in power control systems and are complementary 
to each other: 

·  The CESI-R-testbed focuses on the operation and supervision of a distribution grid (high 
and medium voltage levels) with classic (local and hierarchically distributed) control 
algorithms. 

·  The K.U.Leuven-testbed focuses on a distribution grid (low voltage levels) with innovative 
(local and decentralised, distributed) control algorithms. 

The goal of CRUTIAL work package WP3 is to design and implement these two testbeds. In 
the project, these testbeds are used to investigate 

·  local, hierarchical and distributed control scenarios at transmission and distribution level 
in order to better identify them (related to WP1); 

·  how architectural patterns for enhancing robustness can be integrated in a realistic setup 
(related to WP4); 

·  which interdependencies occur from a practical perspective (complementary to WP5). 

Within WP 3, three tasks have been identified. 

·  Task 3.1 deals with the implementation of control systems. 

·  Task 3.2 discusses testbed usage for architectural patterns. 

·  Task 3.3 discusses testbed usage for interdependencies analysis. 

Previous work has been reported in two deliverables at the end of the first and second 
project year [Deconinck et al. 2008, Deconinck et al. 2007], which mainly reported on work 
from task 3.1, describing how the main building blocks of testbeds have been designed and 
prepared for the implementation of control applications as well as for the evaluation of the 
scenarios from WP 1 [Garrone et al. 2007].  

The current deliverable, which has been defined in the description of work as the formal end 
of task 3.2, presents the ongoing work in WP 3 for the implementation of several scenarios 
on the testbed, as well as the corresponding evaluation results.  

In this context, several architectural patterns that enhance the robustness of the information 
infrastructure have been integrated. These measurements and evaluations are still ongoing, 
and the final results, investigating the impact of attacks on teleoperations and microgrids, will 
be reported by the end of the project in the deliverable D17 ‘On EPS-ICT interdependencies 
in the testbeds’, which will also formally close task 3.3 and hence this workpackage at the 
end of the CRUTIAL-project. 

                                                
1 short for CESI RICERCA 
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The deliverable is structured along two parts: section 2 describes the experiments with the 
telecontrol testbed and section 3 those with the microgrid testbed. 

However, before describing these experiments, it is important to describe the 
representativeness of these testbeds for future power systems, and to position it within the 
CRUTIAL-project. 

1.1 On the representativeness of the testbeds 

The teleoperations testbed and the microgrid testbed are chosen to investigate the trend in 
power system control that the information infrastructure is slowly but steadily modifying from 
a dedicated communication infrastructure with dedicated protocols and dedicated hardware –
often supported by a single SCADA vendor only – towards a more standardised 
communication infrastructure that uses industrially standardised communication hardware 
and protocols. 

Such communication hardware is not solely managed and owned by the parties concerned 
with the management of the grid, but also third parties are responsible for this 
communication infrastructure and others share this infrastructure. Some examples include: 

·  telecom operators, that place the physical communication infrastructure at the disposal of 
the power system operators; 

·  internet service providers, that provide telecommunication services, that need to fulfil 
certain service-level-agreements with respect to guaranteed bandwidth and throughput, 
maximal latency, etc.; 

·  new parties resulting from the liberalisation of the electricity market, that make use of the 
same communicating infrastructure as the classical system operators, but who may not 
have the right to see all of the information on this network;  

·  new or emerging (potentially autonomous) applications that locally exchange information 
to become larger entities (e.g. virtual power plants) or to provide new services (e.g. 
auxiliary services provided by dispersed energy resources). An other example concerns 
the usage of external information such as the instantaneous electricity price from real-
time market places, that is incorporated into the control strategies in order to optimise 
economic benefits. Or intelligent loads can be switched on or off in order to implement 
demand side management and avoid costly electricity peak costs, etc. [Kueck and Kirby 
Jun. 2003]; 

·  new control applications implementing manual and automatic defence actions in view of  
fully integrated defence plans at national and international level. 

This leads to the fact that the communication infrastructure is less and less under the control 
of individual power system operators, and hence also that this infrastructure is less and less 
protected by the power system operators. Rather, the protection lies with such third parties 
capability to fulfil the security, dependability and performance requirements of the changing 
and emerging control applications.  

Furthermore, independence from a single SCADA-vendor drives for interoperability among 
different systems. In this context, there have been many standardisation initiatives in the 
previous decade, which are still ongoing. Such standardisation takes place at different levels 
(protocols, applications, among components, among systems, etc.).  

If one extrapolates these trends further into the future, electric power systems nearly use 
internet-like technology for the different control operations (some of which have real-time 
constraints, others are less critical). Such commercial-off-the-shelf components, even in 
industrial grade, are by nature less dedicated than previous solutions.  

From this perspective, the testbeds in the CRUTIAL project make use of TCP/IP as a 
communication protocol on top of dedicated internet connections, possibly extended by 
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protection mechanisms such as Virtual Private Networks (VPN) or other security-enhancing 
techniques.  

The project partners are fully aware that currently in Europe these evolutions did not 
complete yet, and the power industry is not using (and will not be using) plain internet 
technology without conservative precautions.  

1.2 Positioning of the testbeds in Crutial  

It is worth to repeat how the testbed work is positioned in the CRUTIAL-project. It is related 
to three activities of the project work plan. 

In the beginning of the project (WP 1), several representative scenarios have been described 
dealing with classical distribution, transmission and bulk generation control algorithms, as 
well as with more future microgrid systems that incorporate many dispersed energy 
resources, including renewable energy sources. Several of these scenarios will be partly 
exercised in the different testbeds. 

More specifically, it concerns for the teleoperation testbed scenarios 1 (manual 
teleoperations of grid operators), 2 (interactions between DSO and TSO control 
infrastructures in emergency conditions), 3 (integration of operations and maintenance 
applications) and 4 (remote maintenance of control infrastructures). 

For the microgrid testbed, scenarios where defined slightly differently as the type of problems 
that could occur when the microgrid control algorithms were affected by different threats. On 
this testbed, aspects are evaluated that concern scenarios 10 (impact of network latency), 11 
(impact of packet loss), 12 (network unavailability), 14 (DoS attacks on the network), 15 
(attack on overlay network), 17 (impact of incorrect values on tertiary, economic, control) and 
18 (impact of incorrect values on secondary, voltage-level, control). 

Secondly, the relation of the testbeds with WP 4 (architectural solutions) is not that all of the 
concepts and designs that are developed in that work package will be integrated in the 
testbed applications – this is not possible because of the concurrent development of these 
components with the testbed. Rather, it is the goal to select that the testbeds are compatible 
with the WAN-of-LANs approach that is crucial to the development of those architectural 
solutions. As such, the developed solutions are in principle compatible with the testbeds, and 
could eventually be integrated.  

The type of architectural solutions for more robustness that will be integrated into the testbed 
are partially based on more basic elements (such as firewalls and VPNs) or on more 
advanced ones (such as the overlay networks for microgrids) as well as on some elements 
developed within that workpackage (such as filtering mechanisms). The advanced protection 
and communication protocols provided by the CIS (Crutial Information Switch) technology 
could be exploited by deploying different CIS configurations at substation and centre levels. 
The Organisation Based Access Control (OrBAC) technology could be used to enforce the 
security policies at application level. 

Thirdly and finally, the testbeds have a complementary relationship to the model-based 
evaluation from WP 5. The testbeds rather evaluates the influence of malicious and physical 
faults and failures in the communication infrastructure on the power system applications by 
monitoring the communication infrastructure and those control applications, while the model-
based evaluation aims at identifying these effects from the models of control scenarios. In 
the last phase of the project running data statistics obtained from the testbed experiments 
will be used to refine the models and their parameter values; viceversa, the execution of 
applications in the testbeds will be used to validate the measures achieved from model-
based evaluations. 

1.3 Acronyms and terminology 

ac alternating current 
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ACC Area Control Centre 
APCI Application Protocol Control Information 
APDU Application Protocol Data Unit 
ASDU Application Service Data Unit 
CC Control Centre 
COTS Commercial Off-The-Shelf hardware or software component 
dc direct current 
DER Dispersed Energy Resource 
DG Dispersed Generation 
DMZ De-Militarised Zone 
DoS Denial of Service 
DSO Distribution System Operator 
DSP Digital Signal Processor 
EMS Energy Management System 
EPS Electric Power System 
FPGA Field-Programmable Gate Array 
FTP File Transfer Protocol 
GENCO GENeration Company 
HMI Human-Machine Interface 
HV High Voltage 
ICT Information and Communication Technology 
IEC International Electrotechnical Commission 
IED Intelligent Electronic Device 
IP Internet Protocol 
LAN Local Area Network 
LV Low Voltage 
MCD-TU Monitoring Control and Defence Terminal Unit 
MV Medium Voltage 
NIC Network Interface Card 
NTP Network Time Protocol 
OSI Open System Interconnection 
PDU Protocol Data Unit 
PI Proportional-Integral 
PMU Phasor Measurement Unit 
PS Primary Substation 
PSAS Primary Substation Automation System 
RCC Regional Control Centre 
SAS Substation Automation System 
SCADA Supervisory Control and Data Acquisition 
TCP Transmission Control Protocol 
TMI TeleMonitoring Interface 
TSO Transmission System Operator 
TSP Telecommunication Service Provider 
UART Universal Asynchronous Receiver Transmitter 
UDP User Datagram Protocol 
VPN Virtual Private Network 
WAN Wide Area Network 

 

In order to avoid confusion between terminology used differently in the electricity and 
computer science world, this document adopts two conventions.  

·  The term ‘network’ is typically used in its telecommunication meaning (the communication 
net that transmits messages) and the term ‘grid’ in its electricity meaning (the wire and 
cable net that transports electrical energy).  
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·  The term ‘dispersed generation’ is used in its electricity meaning of having electricity 
generation on multiple places spread in the electricity grid, while ‘distributed’ is used in its 
ICT meaning as a being running on multiple, loosely coupled computer systems. 
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2 THE TELECONTROL TESTBED  

2.1 Advancements in the period 

The Telecontrol Testbed in the PCS-ResTest (Power Control Systems – Resilience Testing) 
Laboratory of CESI-R addresses the first four scenarios described in [Garrone et al. 2007] 
specifically related to the following information flows: 

·  Manual teleoperations of grid operators (Scenario 1) 

·  Interactions between TSO and DSO control infrastructures in emergency conditions 
(Scenario 2) 

·  Integration of operation and maintenance applications (Scenario 3) 

·  Remote maintenance of control infrastructures (Scenario 4). 

The selected scenarios address both concrete needs and envisaged evolutions, related to 
the Distribution Grid’s control system. They have been conceived in view of a full integration 
in the operation and control infrastructures of the Power System, i.e. Generation, 
Transmission and Distribution, and of the development of a global national defence plan 
involving the different stakeholders. The scenarios cover emerging themes like information 
and communication security aspects of power substation control, support to emergency 
management by the distribution grid control, interactions between process control and 
corporate activities and remote maintenance of ICT automation devices. 

The selected scenarios allow to build a relevant testbed supporting the demonstration of 
some different security issues related to communication and operators involved in Power 
System operation and maintenance.  

Load reduction may be requested in course of planned maintenance operations but it usually 
occurs when the power system is exposed to disturbances resulting in deficiency conditions 
(faults, loss of generation, switching errors, lightning strikes, etc) .  

Major disturbances may have a dramatic impact on the performance of the power system, 
requiring fast and reliable load shedding actions which must be set and timed properly: 
inappropriate load reduction caused by the execution of an improper load shedding scheme 
may be inefficient and even cause cascading effects. 

The testbed platform is a strongly simplified version of interconnected control systems 
related to a small scale grid fragment [Deconinck et al. 2008, Deconinck et al. 2007]. The 
architecture of the testbed, designed with the aim of performing and evaluating the impact of 
attack processes, take into account the guidelines recommended in the literature on cyber 
security standards for the electric power industry [Pietre-Cambacedes et al. 2008].  

ICT threats range from DoS attacks to the telecontrol communications and intrusions into the 
Centre/Substation communication flow, eventually followed by the execution of faked 
commands trough the exploitation of the vulnerabilities of the standard application layer 
protocols used for monitoring activities and command transmissions [IEC 2006] . 

During the reporting period the testbed activity proceeded with the following developments: 

�  simulation of DoS attacks to be integrated in the control scenarios implemented in the 
laboratory platform; 

�  definition of the evaluation framework for DoS attacks, execution of a first set of 
attacks in a testing environment and presentation of the experimental results; 

�  design and development of a simulator of the standard communication protocol. 
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The developments above will be described in the following sections. 

2.2 Simulation of DoS attacks and evaluation framework 

When approaching the task of simulating DoS attacks a set of craft tools are available from 
the web and differentiate by the technique used to generate spurious massive traffic: packet 
replying and packet flooding are the most popular ones. In principle both replying and 
flooding techniques may be applied to communications based on any type of 
(transport/network layer) protocols, such as UDP, TCP, ICMP or IPSEC. However the 
efficacy of the technique on a given testbed platform varies depending on the protocol and 
the architectural pattern deployed. 

The preliminary experiments described in the document report the results achieved by 
executing both available and home made tools. Their effect highly depends on the operating 
point of involved nodes at the time the attack process starts. 

The packet replying technique, when successful with the architectural pattern, is less 
powerful than packet flooding, with UDP flooding performing better than TCP (SYN) packet 
flooding. 

The DoS evaluation framework for the testbed, represented in the Figure 1, is composed by 
the following dimensions: 

�  Attack type; 

�  Attack source; 

�  Attack sequence number; 

�  Operating System; 

�  Architectural pattern/Security Level; 

�  Metrics. 

 

 

Figure 1: Testbed evaluation framework 

2.2.1 Attack types 

The implemented attacks types are: 

·  DoS: Denial of Service 
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·  Intrusion 

·  Viral infection. 

The DoS attacks are typical attacks that try to interrupt the communication flow. In the 
testbed four DoS attack types have been considered: 

·  UDP flooding: an attacker PC sends thousands of UDP messages to a port of the 
attacked PC; 

·  SYN flooding: an attacker PC sends tens of SYN messages to a port of the attacked 
PC; 

·  TCP replay: an attacker PC sends a replay of a regular sniffed TCP traffic into the 
network; 

·  Ping of Death: an attacker PC sends thousands of Ping Requests (through UDP 
messages) to an attacked PC. 

The intrusion attacks try to log into the attacked system in order to perform malicious actions 
such as changing the network configurations, disseminating worms or injecting faked 
teleoperation commands. 

2.2.2 Attack sources 

The power of an attack depends on the number of sources used to perform the process: 

·  Single attacker: the attacker uses one PC on the network  

·  Distributed attackers: the attacker uses two or more PCs on the network. 

2.2.3 Attack sequences 

The attack sequence identifies the number of the attack process in a sequence of repeated 
attacks before restarting the attack target. 

2.2.4 Operating systems 

Different operating systems are used as environments for the tested applications: 

·  Windows: NT and 2000 versions 

·  Linux: Red Hat 9.2 and Centos 4 versions 

Linux OS is used for communication equipments: router/gateways/firewalls. 

2.2.5 Communication security architectural patterns 

The security architectural patterns considered on the gateways are, in order of impact: 

·  IP Forward: simple IP forwarding enabled. All the traffic is routed through the 
gateways. 

·  Firewall: firewalling policies are introduced to limit the traffic (e.g. avoiding ping 
responses and allowing IEC 60870-5-104 compliant communication only, i.e. TCP 
over port 2404) 

·  VPN: IPSEC protocols are used creating tunnel among the communication actors. 
These tunnels are created and periodically authenticated using secure engaging 
protocols and certificate authentication tools. Communication between authenticated 
actors is encrypted by using a periodically exchanged key. 

·  Redundant channels: the capability of detecting anomalous traffic conditions and 
react to them by rerouting the communication to alternative channels. 
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2.2.6 Metrics 

Logging extensions have been included in the applications in order to get communication 
data logged on text files. 

In order to evaluate the impact of attacks these statistics are made available from 
experimental logs: 

·  Messages Delay (MD): a measure of the latency induced by the communication 
infrastructure. It is derived from the inter-message times. 

·  Number of Lost Messages (NLM): number of expected messages not arrived. 

·  Time To Failure (TTF): resilience to an attack before blocking. 

Experimental statistics are graphically represented as shown in Figure 2 where the start of  
attack processes and attack processes resulting in a communication crash are highlighted 
respectively by a yellow arrow and a red star on the time line. 

 

Figure 2: Statistics from experiments 

 

2.3 Execution of preliminary experiments in a testing environment 

2.3.1 Testing environment 

The final testbed is composed by a set of hardware and software components that implement 
the TSO and DSO functions involved in the CRUTIAL scenarios as described in [Deconinck 
et al. 2008, Deconinck et al. 2007]. 

A first set of DoS attack experiments has been executed on the partial testbed platform 
shown in Figure 3. 
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Figure 3: Testing environment 

Then the tests have been repeated installing a VPN tunnel between the two gateways. 
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Figure 4: Testing environment with VPN tunnels 
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2.3.2 Communication flow 

The data communication sequences among Substations and ACCs are based on the IEC 
60870-5-104 protocol. In the testing environment these sequences are implemented using 
TCP/IP communications on the port 2404 used by the IEC 60870-5-104, i.e.: 

·  A TCP Server installed on port 2404 

·  A TCP Client  asking for a permanent connection on port 2404 

·  When the TCP connection is established the TCP client starts sending monitoring 
data to the TCP server every second. 

The Figure 5 presents the steps of the TCP client/server data exchange. 

 

 

Figure 5: TCP test application: data exchange 

In absence of specific security policies it is possible to sniff the traffic using a network 
analyzer (Ethereal). 

2.3.3 Network monitoring tools 

The network monitoring activity is useful to collect information necessary to design the attack 
process itself. Several tools are used to monitor/collect the network traffic in order to prepare 
the attacks. 

2.3.3.1 Collecting information on TCP/IP communications 

The Figure 6 shows the traffic flowing through the two gateways involved in the data 
exchanged by the TCP Client/Server test application. 
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Figure 6: TCP test application: sniffed plain TCP traffic 

 

After establishing the connection (frames 1-2) the TCP-Client application (on port 1031) 
sends its data packet to the TCP-Server on port 2404. As could be seen the traffic received 
(frame 4) is in clear text: the TCP-Server receives a message containing a string with a 
progressive number (i.e. “Packet 0”). 

2.3.3.2 Collecting information on VPN communications 

Sniffing the VPN communication it will be possible to collect traffic information (from the 
position of a potential attacker). 

During the VPN start phase the VPN parameters are set up in order to establish a secure 
channel. In this phase the two end-points agrees about the authentication, protocols and 
algorithms that will be used in the next secure channel. As can be seen in Figure 7, following 
the ISAKMP protocol v.2 the VPN connection is performed through a 4 message handshake 
composed by 2 IKE_SA_INIT packets and 2 IKE_AUTH packets. The transport layer used by 
ISAKMP is UDP port 500: during the start phase the procedures for authentication, creation 
and management of keys and threat mitigation are defined. 



D14 Architectural patterns evaluated on the testbeds 13  

 

Figure 7: VPN start phase 

Once the secure channels are properly established it is possible to sniff the communication 
from the Station Computer in the Substation site to the Operator Console in the Control 
Centre (i.e. non authorised scanning from the outside). The result is shown in Figure 8.   

 

Figure 8: VPN communication phase 

What is interesting here is the evidence of the tunnel created. Instead of having the IP 
addresses of the end nodes Station Computer and the Operator Console, we have the IP 
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addresses of the gateways. We have no indication about the  protocol being used but see 
only the ESP protocol frames for the IPsec gateway. When receiving the packets from the 
Station Computer and the Operator Console, the gateways encrypt the original packets 
creating new ones. These are then sent using the IPsec protocol. The encapsulated security 
payload is the original TCP/IP packet now encrypted.  

Note the SPI (Security Parameter Index) that identifies a security association and the 
sequence number that indicates the packet position in the sequence. 

The analysis of the sniffed traffic reveals the periodicity in the data flow (see Figure 9): 
packets directed to the same tunnel-end are sent every second. This aspect of the traffic 
profile provides an easy way to distinguish substation gateways from the gateway of the 
Control Center. 

 

Figure 9: TCP test application: sniffed encrypted TCP traffic 

Depending on the re-keying and re-authentication periodicity established in the IPSEC 
configuration (file ipsec.config) the keys and authentication are renewed. Normally several 
rekeying sessions are performed within a same authentication session.  

Following the ISAKMP protocol v.2, the re-keying session is performed through a 4 
messages handshake: 2 CREATE_CHILD_SA packets and 2 INFORMATIONAL packets 
(see Figure 10). 
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Figure 10: VPM re-keying phase 

After the CREATE_CHILD_SA response new Security Parameter indexes are created by the 
two ends and the sequence number restarts from 1. From the analysis of several re-keying 
sessions it can be observed that some ESP packets may pass through the ISAKMP packets. 
Note that depending on whether ESP packets pass or not across ISAKMP re-keying, the 
correspondence of sequence numbers may be lost and a difference of 1 packet may be 
observed between the two sequence numbering. 

 

Figure 11: VPN re-authentication phase 
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A new authentication session is composed of 6 messages handshake (see Figure 11): 

�  IKE_SA_INIT 
�  2 INFORMATIONAL 
�  IKE_SA_INIT 
�  2 IKE_AUTH. 

Most of the cases the authentication session is performed without ESP infiltration and takes 
about 4 seconds to complete. Only in a single case an ESP packed passed through the 
authentication session. Thanks to the reliability of the TCP layer, telecontrol packet sent 
during authentication are re-transmitted and properly recovered with the first ESP packet 
after re-authentication: transmission delays of a couple of seconds can be observed by the 
application layer with no packet corruption and/or lost. 

From the analysis above it can be observed that special tuning of the IPSEC configuration 
parameters has to be performed for guarantying that security communications do not 
interfere with telecontrol communications. 

2.3.3.3 Scanning the gateways IPSEC 

Once the IP address of the targets are known, a scanning activity may be performed by 
using the native nmap tool.  

root@lucifero: # nmap -v -sS  -O –P0 192.168.10.1 

where: 

�  -v: verbose mode 

�  -sS: SYN scan 

�  -O: information about the Operatine System 

�  -P0: without ping 

After about 15 minutes the information in Figure 12 are given. 
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[root@lucifero root]# nmap -v -sS -O -P0  192.168.10.1 

  

Starting nmap V. 3.00 ( www.insecure.org/nmap/ ) 

Host luna.epsdso.org (192.168.10.1) appears to be up ... good. 

Initiating SYN Stealth Scan against luna.epsdso.org (192.168.10.1) 

Adding open port 22/tcp 

The SYN Stealth Scan took 850 seconds to scan 1601 ports. 

Warning:  OS detection will be MUCH less reliable because we did not find at least 1 open 
and 1 closed TCP port 

For OSScan assuming that port 22 is open and port 43292 is closed and neither are 
firewalled 

Interesting ports on luna.epsdso.org (192.168.10.1): 

(The 1600 ports scanned but not shown below are in state: filtered) 

Port       State       Service 

22/tcp     open        ssh 

Remote OS guesses: Linux 2.4.19-pre4 on Alpha, Linux Kernel 2.4.3 SMP (RedHat) 

Uptime 2.144 days (since Wed Jun 18 12:19:52 2008) 

TCP Sequence Prediction: Class=random positive increments 

                         Difficulty=3065714 (Good luck!) 

IPID Sequence Generation: All zeros 

  

Nmap run completed -- 1 IP address (1 host up) scanned in 854 seconds 

[root@lucifero root]# 

Figure 12: Scanning of IPSEC gateway 

Worth noting are  

�  the open port 22/tcp related to the ssh service 

�  the identification of the Operating System  Linux 2.4.19-pre4 on Alpha, Linux Kernel 

2.4.3 SMP (RedHat). 

From the limited information acquired, it is clear that DoS attacks still represent a possible 
chance. 

2.3.4 Redundant communication channels 

The redundant communication infrastructure in telecontrol applications, depicted in Figure 
13, is implemented in the testbed by deploying a network interface and a VPN tunnel per 
channel (see Figure 14). 

During undisturbed communication conditions, Centre-Substations data flow through the 
active VPN tunnel. Due to the time consumed for performing the commutation (a few 
seconds) both transmission delays and loss of packets has been observed. 

In case of DoS attacks, the commutation from to an alternative VPN channel is implemented 
by means of an attack detection and management script. This script monitors the 
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communication state in order to prevent the possible escalation of a DoS attempt. When 
anomalous traffic conditions are detected, the script isolates the attacked interface and 
activates an alternative communication path. 

 

 

Figure 13: Redundant communication channels: reference schema 
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Figure 14: Redundant communication channels: implementation 
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2.3.5 Preliminary experiments 

Using the testbed configuration in Figure 3, some preliminary experiments of DoS attacks 
have been conducted by using both ad hoc and available attack tools.  

DoS attack processes are generated by insiders located on the Telecom IP backbone and 
target IPv4/IPSEC channels in the DSO ACC and Substation routers/gateways/firewalls. 

 

Figure 15: DoS Attack to ACC 

The executed experiments covered the 4 types of DoS attack described before and both 
firewall and VPN architectural patterns. In the Figure 16 the time evolution of the UDP 
flooding experiment performed by using ad hoc tool is represented, where statistics have 
been elaborated using the log files produced by the TCP-Server application. The attack 
process generates a traffic flow of 7k message per second against  the Centre gateway on a 
different port than that used by the TCP/server.  The TCP/server is based on a Window OS 
and the Centre gateway installs the VPN IPSEC. 
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Figure 16: UDP flooding experiment – graphical view 

Synthetically the results from the preliminary experiments are summarised in the Figure 17. 

 

Figure 17: Experiments – synthetic view 

From the performed UDP flooding experiments the following evolution of the attack process  
may be tracked: 

1. due to the increasing bandwidth consumption and to the saturation of the network 
stack resources  in the Centre gateway some transmission delays can be registered; 

2. a persistent transmission delay can degenerate into a lost of messages; 
3. the effectiveness of the DoS attempt on permanent TCP/IP connections depends on 

the communication resource overloading of the attack target. The repetition of the 
same attack process without restarting the target increases the efficacy of the single 
attempt: the TTF of two subsequent attacks varies from minutes to seconds; 
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4. the saturation degree of the communication resources degenerates into a 
communication crash; 

5. the effectiveness of the DoS attempt varies in relation to the number of attack 
sources deployed. On the other hands, due to the throughput limits of each source, 
the capacity of generating anomalous traffic is not influenced by the number of 
sources; 

6. the deployment of redundant channels is not a solution to the DoS flooding: the 
channel commutation can not succeed due to the resource saturation. In order to 
overcome this problem the performance capability of the FOSeL filter, developed in 
WP 4, could be tested [Beitollahi and Deconinck 2008]. 

The Syn flooding experiments, generating fifty TCP connection per second, were not able to 
provoke any disturbance to the communication. 

Replayed packet attacks were effective only in the firewall version of the gateway 
architecture, while revealed innocuous in presence of VPN tunnels. With communications 
protected by means of access control rules, they performed differently depending on the 
Operating System deployed by the TCP Client/Server applications: they revealed very 
successful on old versions of Windows based stacks, whilst did not succeed in forcing  the 
robustness of TCP/IP protocols implemented in more recent Linux-based systems. 

2.4 Simulator of the IEC 60870-5-104 

A simulator of the IEC 60870-5-104 standard protocol (called Dispatcher) is installed in 
Substations and Centre sites (see Figure 18).  

 

 

Figure 18: Testbed - connection schema 
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TCP/Servers. Substations accept connections on port 2404 do not initiate any 
communication. 

Both Centre and Substations can eventually close a TCP connection (active close) but only 
the Centre (the controlling station) can establish a new connection. More than one 
connection may be open at the same time between the Centre and  a given Substation but 
only one connections, at a time, will be used for data transfer. 

A Substation can accept a number of TCP connections (the maximum number of 
contemporary open connections is configurable): at the state of the development there is one 
permanent connection between each Substation and its main Supervision Centre;  eventually 
another connection may be established between a Substation and its Supervision Back-up 
Centre. 

The communication on the TCP connections is full-duplex: the same connection is used both 
to transmit and receive data. 

The IEC 60870-5-104 protocol supports the exchange of data and control packets. The data 
packets contain information related to monitoring data and commands. The control packets 
are used to manage the communication: to start and stop the data transfer on a connection, 
to verify the connection status, or to confirm the data receipt. 

When a TCP connection is established between Centre and Substation, user data transfer is 
not automatically enabled on it. The  Centre activates data transfer from a Substation by 
sending a STARTDT (start data transfer) control packet. After initialization and connection 
establishment the Substation waits  for Start Data Transfer control packet (STARTDT act), 
responds with an acknowledgement (STARTDT con) and when initiates  the data transfer. 
The communication can be ended by the Centre by sending a STOPDT (stop data transfer) 
control packet. 

The IEC 60870-5-104 simulator, also called Dispatcher, constitutes the communication 
interface between the local applications and the external applications. 

The Substation Dispatcher i) receives information on the automation system’s state from the 
local master node and delivers these data to the Centre Dispatcher; ii) receives commands 
from the Centre (delivered through the Centre Dispatcher) and Sentinels and sends them to 
the local master; iii) manages the information flow between Substation local operator and 
Centre remote operator. 

The main functions implemented by the Substation Dispatcher are: 

·  Conversion of messages from local format to IEC 60870-5-104 format and vice-versa; 

·  Routing of messages coming from the Centre to the local automation system or to the 
local HMI. 

The Substation Dispatcher uses: 

·  a couple of unicast UDP sockets for the communication with the local master and the 
local HMI; 

·  a multicast UDP socket to receive messages from the Sentinels; 

·  a TCP socket on port 2404 for IEC 60870-5-104 data exchange with the Centre. 

The Figure 18 presents the state diagram of the Substation Dispatcher.  
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Figure 19: State diagram of the Substation Dispatcher 

The Centre Dispatcher i) receives monitoring information coming from n Substations, that  it 
delivers to the Centre SCADA and to the Centre HMI; ii) receives messages from Substation 
local operators that it delivers to the Centre operators; iii) receives commands from the 
Centre HMI that it delivers to the Substation Automation Systems; iv) receives messages 
from the Centre operators that it delivers to the Substation operators. 

The main functions implemented by the Centre Dispatcher are: 

·  Conversion of messages from local format to IEC 60870-5-104 format and vice-versa 

·  Routing of messages coming from the Centre HMI to Substation automation systems  

·  Routing of messages coming form Substations to Centre local destinations 

The Centre Dispatcher uses: 

·  a unicast UDP socket for the communication with Centre SCADA and Centre local 
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The messages exchanged between the applications are named APDU (Application Protocol 
Data Unit). Its format is described in the Figure 20. Each APDU is divided in two parts: APCI 
(Application Protocol Control Information) – see its format in Figure 21 - and ASDU 
(Application Service Data Unit). Note that the starting point of  any APDU data stream is 
identified by a START 68H octet. 

 

Figure 20: APDU of the defined telecontrol companion standard 

 

Figure 21: APCI of the defined telecontrol companion standard 

 

In the Dispatcher the ASDU definition is compliant with the dimension and the semantic of  
the standard IEC 60870-5-101 and IEC 60870-5-104, but the format is specifically designed 
for the implementation of the tested functions used within the CRUTIAL control scenarios. 

The Figure 22 reports the testbed architecture for the Dispatcher functional testing where the 
TCP Client role is performed by the Centre Dispatcher and the TCP server role is performed 
by the Substation Dispatcher. 
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Figure 22: Testbed Dispatchers - connection schema 

This architecture allows to perform some preliminary tests necessary to verify the protocol 
conversions needed for the DSO Centre/Substations and TSO Sentinel/DSO Substation data 
exchange.  

The Figure 23 shows the TCP traffic flowing through the two gateways by using the IEC 
60870-5-104 protocol. 

 

Figure 23: IEC 60870-5-104: start phase 

The TCP communication is established between a TCP Socket Server and a TCP Client. 
The TCP Socket server is started by the Substation Dispatcher and the connection is 
requested by the TCP Client on the Centre Dispatcher. 

After establishing the connection (frames 1-2, containing packets [SYN] and [SYN,ACK]) the 
Substation application (Substation Dispatcher using port 2404) sends its data packet to the 
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Centre application (Centre Dispatcher using port 2231). As could be seen the traffic (e.g. 
frame 14) is in plain text: the Centre receives a message, started with the START 68H octet, 
containing data (i.e. data from substation 1), when a message is received the application 
sends an [ACK] packet. 

 

Figure 24: IEC 60870-5-104: communication phase 

The Figure 25 shows the UDP traffic flowing through the TSO Sentinel and the Substation 
Dispatcher. 

 

Figure 25: IEC 60870-5-104: UDP sniffed traffic 

 

 



D14 Architectural patterns evaluated on the testbeds 27  

3 THE MICROGRID TESTBED  
As the number of grid-connected dispersed generation units continues to increase, it 
becomes more difficult to exclude these units from participating in the control of the grid 
voltage magnitude and frequency. Another future development might be the division of the 
grid in smaller microgrids, able to operate either connected to the utility grid or in island 
mode. In order to do so, a voltage and frequency droop control scheme is necessary that 
operate such parallel connected inverters [Loix et al. 2007]. This control scheme runs on the 
intelligent electronic device (IED) connected to the inverter. Such control algorithm – used for 
connecting a distributed energy source (a generator or a storage unit) to a microgrid – allows 
both grid-connected and islanded operation.  

After a more detailed description of the control scheme, the performance of the proposed 
droop control scheme is verified by experimental results. The effects of faults and failures in 
the communication infrastructure are qualitatively described.  

3.1 Context 

As the number of distributed generation units connected to the utility grid at low or medium 
voltage levels continues to increase as predicted by several studies [International Energy 
Agency 2002, World Alliance for Decentralized Energy (WADE) 2006], it will at some point in 
the future be impossible to exclude these generators from participating in the control of the 
utility grid voltage and frequency. The use of a power electronic converter for connecting 
these energy sources to the grid allows very flexible control of the active and reactive power 
supplied to or drawn from the grid as well as the provision of ancillary services. Another 
future development in the utility grid structure might be the division of the grid in a number of 
smaller microgrids [Lasseter and Piagi 2004], each comprising a certain amount of loads and 
local energy sources and able to operate connected to the utility grid as well as in islanded 
mode. In the microgrid structure at least an important share of the distributed generation and 
storage units needs to be able to support the grid voltage and frequency. The microgrid 
structure allows guaranteeing a higher level of reliability of power supply to the customers 
(either residential, industrial or commercial) and, depending on the types of distributed 
generators used, can perform a black start at the low-voltage level after a blackout, thereby 
reducing the consumer’s interruption time. One way in which this can be accomplished is by 
using a power electronic converter with droop control [De Brabandere et al. 2007], which is a 
control method that is well known from the control of large synchronous generators. As the 
grid impedance in low voltage grids in mainly resistive in nature, the traditional droop control 
method needs to be slightly altered, in that the local voltage magnitude can be influenced 
most effectively by varying the active power export, while the grid frequency depends mainly 
on the reactive power import or export. In what follows a three-phase droop control algorithm 
is described, implemented by controlling a power electronic converter as to emulate a 
voltage source with a virtual finite resistive-inductive output impedance. First the proposed 
three-phase droop control scheme is described in detail. Next the performance of the control 
scheme is verified using an experimental setup. 

3.2 Description of the control scheme  

First the basic principles of droop control are briefly discussed, and then the three-phase 
control scheme implementation for three wire applications is described, A three-phase four 
wire application can be found in [Loix et al. 2007].  

3.2.1 Basic principles of droop control  

The main principle of voltage and frequency droop control is to use the active and reactive 
power exchange between a generator or storage unit and the grid to control the grid voltage 
magnitude and frequency. In transmission systems, the grid impedance is mainly inductive. 
As a result the grid voltage magnitude is influenced most by the reactive power, while the 
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active power predominantly influences the grid voltage phase angle, or frequency. However 
in (low-voltage) distribution systems the grid impedance is mainly resistive, so the traditional 
droop equations are no longer guaranteed to be effective. In [De Brabandere et al. 2007] a 
method is described to adapt the droop control technique to distribution grids. A rotational 
transformation of the active and reactive power P and Q to modified active and reactive 
power P’ resp. Q’, accounting for the R/X ration of the grid impedance, is used in order to be 
able to use the following classical droop equations: 

f - fnom = -kP (P’-P’0) 

U - Unom = -kQ (Q’-Q’0) 

Here, P’0 and Q’0 represent the modified active and reactive power import or export in case 
the grid voltage magnitude and frequency are equal to their nominal values.  

3.2.2 Implementation  

One way to implement these droop equations is by controlling a power electronic inverter in 
order to behave like a voltage source with virtual resistive-inductive output impedance. 
Figure 26 shows the actual configuration (using an inverter with an LCL output filter coupled 
to the grid), together with its emulated configuration. The grey dotted lines used for the 
neutral conductor are omitted in case of a three-phase three wire system. The current source 
isrc represents the offset values of the active and reactive power, exchanged with the grid. 
This model describes the DG unit as a source delivering a certain amount of energy to the 
grid (modeled by the current source isrc) with additional voltage and/or frequency control 
capabilities. Note that the inverter control is implemented in the time domain, so harmonics 
are inherently taken into account, which is very important considering the increasing amount 
of nonlinear loads connected to the low voltage grid. This control algorithm is running on the 
IED connected to the inverter. 

  

Figure 26: actual configuration (left) and emulated topology (right) 

The design of the controller to emulate a voltage source with virtual output impedance is 
done using a Linear Quadratic Gaussian (LQG) control structure, as is shown in Figure 27. 
The signals represented by a thick line are three-phase values. This is a state-space 
technique, requiring a model of the plant. The LQG regulator consists of a Kalman state 
observer and a control law. The filter capacitor voltage (which is a good estimate for the grid 
voltage because of the small value of the grid-side filter impedance) and the grid current are 
measured and serve as inputs to the control scheme. The three-phase capacitor voltage is 
transformed to the Fortescue domain, obtaining symmetrical components, which are used to 
calculate the direct, inverse and homopolar components of the reference values for the 
capacitor voltage and grid current (cfr. your electrical engineering course). In this way, it is 
possible to eliminate unbalances, simply by controlling the inverse and homopolar voltage 
components to zero. 
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The calculation of the voltage and current references is done in the Park domain, using a 
Kalman filter to estimate the fundamental components of the filter capacitor voltages (in order 
to avoid oscillating components after performing Park’s transformation) and a phase-locked 
loop (PLL) which synchronizes to the grid frequency, as described in [De Brabandere et al. 
2006]. This ensures optimal operation of the Kalman filter, which is designed for a 50 Hz 
center frequency. This control scheme is executed on the IED associated to and controlled 
the inverter. In case of parallel inverters, it is running on each of the inverter IEDs.  

Note that the control scheme depicted in Figure 27 is valid for three-phase three wire as well 
as four wire applications. However for three wire systems it is sufficient to include only direct 
and inverse capacitor voltage and grid current components. Also only two out of three phase 
values need to be used, because of the linear relationship between three-phase quantities. 
This reduces the computational cost for three-phase three wire applications.  

 

Figure 27: overview of the LQG control scheme implemented on the IED 

After performing the inverse Fortescue transformation, the measured voltage and current are 
compared to their references. Using the droop model, a combined error is calculated. 
Considering the relation between the currents and voltages of the emulated topology, one 
can use the filter capacitor voltage as a good estimate for the grid voltage, as the secondary 
filter inductance is small:  

 

The filter capacitor voltage is one of the variables to be controlled by the IED. By multiplying 
both sides of the equation by Zd/(Zd+Zb), in which Zd is the droop impedance and Zb is an 
arbitrary base impedance, and separating the control variables and the source variables (usrc 
and isrc), this can be rewritten as  
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Note that both terms are expressed in ampere.  

This equation allows to define a combined error in filter capacitor voltage and grid current, 
where the right-hand side of the equation represents the reference value and the left-hand 
side the actual value, calculated with the measurements of the voltage and current.  

The value of the droop impedance determines which term is considered to be the most 
important. In case of a high droop impedance value, an error in the grid voltage will have a 
more important influence on the calculation of the control signal than an error in the voltage, 
so the system behavior resembles that of a current source rather than a voltage source. 
Behavior which resembles that of a voltage source can be achieved by choosing a small 
droop impedance value. It is important to note that the combined error is driven to zero by 
the control scheme, resulting in a zero steady state error for both grid current and capacitor 
voltage, regardless of the droop impedance value.  

3.3 Experimental Results 

In this section the operation of the described droop control method is illustrated by 
experimental results. Before proceeding to the results, a brief overview of the experimental 
setup is given.  

3.3.1 Experimental setup  

Figure 28 shows the laboratory setup used to verify the correct operation of the control 
scheme. The Triphase inverter platform [Triphase, Van Den Keybus and Driesen 2006] is the 
central part of the setup. The inverter itself contains three half bridges with IGBT switches 
and two 2.2 mF DC-link capacitors in series. The switches’ dead-time generation, the 
protection and the measurement of the inverter phase currents and the DC-link voltage are 
implemented in the inverter module. An FPGA is used to generate the PWM-based control 
signals for the IGBT’s as well as to pass on the measurement data of the inverter module 
and the measurement boards to the PC. The PC is a Linux-based server, extended with 
Xenomai, which allows real-time functionality. This server is connected to the user PC, on 
which the droop control scheme is implemented in Matlab Simulink and from which this 
scheme is built onto the Linux server. This allows the user to obtain measurement data and 
change several control parameters on-line. Together, these form the IED of the inverter. 
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Figure 28: experimental setup 

The measurement boards allow to obtain additional measurements, in this case of the LCL 
filter capacitor voltages and the grid currents, which are the control variables. A solid-state 
relay is used to be able to operate in grid-connected as well as island mode. The relay is 
controlled through the inverter module’s fiber optical output. Note that only three half bridges 
are shown in Figure 28 as the experiments are performed with a three-phase three wire 
setup. By using two synchronized inverter modules, a four wire setup can be realized. The 
components of the LCL filter are: L1 = 3.5 mH (inverter-side inductor), C = 10 µF and L2 = 
1.3 mH (grid-side inductor). The resistive load consists of a variable resistor with a maximum 
value of 86 �  for each phase. The inverter switching frequency is 8 kHz.  
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Figure 29: connection of the filter capacitor neutral point 

Special attention must be given to the connection of the neutral points of the filter capacitors 
and the resistive loads and the inverter’s DC-link, certainly when measuring and using phase 
voltages instead of line voltages for control purposes. Figure 29 shows two possible 
configurations. In both cases a return capacitor is used to connect the neutral point of the 
filter capacitors to the DC-link, providing a low-impedance path for the ripple current which 
must return to the DC-link capacitors. The ripple current can be quite high and not providing 
this return path can lead to severe voltage distortion. Figure 29(a) shows a configuration in 
which the neutral point of the resistive load is connected to the filter capacitor neutral point as 
well, alternatively one could connect the filter capacitor neutral point to the midpoint of two 
(equal) resistances connected in parallel with the DC-link, as shown in Figure 29 (b). The 
return capacitor voltage is normally half of the DC-link voltage and in order not to have a DC 
voltage offset at startup, one must make sure the neutral point of the filter capacitors is at the 
right potential. The topology of Figure 29 (b) ensures this by connecting the neutral point to 
the midpoint of the resistors connected in parallel with the DC-link, whereas the configuration 
of Figure 29(a) accomplishes the same by connecting the neutral points of the filter and the 
load (which might be grid-connected). During operation, the return capacitor would 
automatically charge until the filter neutral point is at the correct potential, so the resistors 
only have to cancel the offset at startup. As the resistive load is present anyway (to serve as 
the load for either utility grid or DG unit) and the additional DC-link resistors would only play a 
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useful role at startup, the solution depicted in Figure 29(a) is implemented. An additional 
disadvantage of the topology shown in Figure 29(b) is the possibility of high DC-link voltage 
excursions under unbalanced load conditions. These excursions can be reduced by using a 
high value for the DC-link resistances, but this would lead to higher ohmic losses during 
operation. The value of the return capacitor is 2.2 mF.  

3.3.2 Experimental results  

In this subsection some results obtained using the laboratory setup described above are 
given, showing the correct operation of the droop control scheme for a single power 
electronic converter. The operation for both grid-connected and island mode as well as for 
transitions between these two modes is illustrated.  

1) Operation in island mode:  

The first mode of operation discussed here is island mode. Here the inverter operates 
isolated form the utility grid, feeding some local loads. This situation could occur in case of a 
large blackout or in case the utility grid voltage steps outside the tolerance limits. Of course, 
the amount of loads which can be fed must not be larger than the maximum inverter output 
rating, so some sort of priority ranking must be made in order to determine which loads are 
the most important. In case the amount of distributed generation in the isolated grid section is 
sufficient to feed all locally connected loads, true UPS2 functionality can be realised, 
protecting the loads from loss of power supply.  

Figure 30 shows phase A of the filter capacitor voltage at startup in island mode. The 
operation of the droop control scheme starts at t = 0 s. Note that the magnitude of the 
reference voltage varies depending on the magnitude of the actual voltage. This is 
implemented in order to limit the inverter currents. The dotted lines represent the reference 
voltage, while the full line represents the actual, measured voltage. It can be seen that the 
convergence is fast and smooth.  

                                                
2 UPS: uninterruptible power supply 
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Figure 30: control of the filter capacitor voltage at startup in island mode  

Figure 31 shows the control of the magnitude of the direct and inverse components of the 
filter capacitor voltages. The full lines represent the actual voltages, while the dotted lines 
represent the reference values. Note the small and short transient in the inverse capacitor 
voltage at startup, after which this component is controlled toward its reference value.  
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Figure 31: Control of the direct and inverse filter capacitor voltages at startup in island 
mode 

Figure 32 shows phase B of the grid current at startup in island mode, where the droop 
control scheme starts operating at t = 0 s. Again, the dotted line represents the reference 
value and the full line represents the measured value. It can be seen that the grid current is 
also controlled fast and smooth.  
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Figure 32: Control of the grid current at startup in island mode  

2) Grid-connected operation:  

The second mode of operation is grid-connected operation. In this case the inverter operates 
in parallel with the utility grid, so it needs to synchronize its output voltage to the grid voltage. 
This situation can be described as the normal mode of operation, as the utility grid’s 
availability is very high, certainly in Western Europe and North America. The loads can either 
be fed by the distributed generation units or by the utility grid, depending amongst others on 
the electricity production costs for both types of sources and the amount of power available 
for the DG units (especially for the renewable energy sources).  

Figure 33 (upper) shows the filter capacitor voltage of phase A in grid-connected mode 
before starting the droop control scheme. It can be seen that the grid voltage contains some 
harmonic components. Figure 33 (lower) shows the filter capacitor voltage of phase A during 
operation of the droop control scheme. It is clear that the control scheme is able to cancel the 
harmonic voltage components, enhancing the quality of the voltage supplied to the loads.  
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Figure 33: (upper) Filter capacitor voltage (phase A) in grid-connected mode before 
starting droop control, (lower) Filter capacitor voltage (phase A) in grid-connected 
mode during operation of droop control 

Figure 34 shows the control of the direct and inverse filter capacitor voltage components at 
startup of the droop control scheme in grid-connected mode. Before starting the control 
scheme a small error exists in both the direct and the inverse voltage component, which is 
quickly driven to zero by the control.  
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Figure 34: Control of the direct (upper) and inverse (lower) filter capacitor voltage 
component at startup of the control scheme in grid-connected mode 

Figure 35 shows the control of phase B of the grid current (represented by the full line) at 
startup of the droop control scheme. Note the highly distorted current flowing from the grid 
towards the filter capacitors before starting the droop control scheme. It can be seen that the 
grid current control is able to track its reference (which is shown as the dotted line) 
accurately.  
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Figure 35: Control of the grid current at startup of the droop control scheme in grid-
connected mode 

3) Transition between grid-connected and island mode:  

In order to ensure a high quality of power supply, the load voltage must remain within its 
tolerance limits, and preferably as constant as possible, during transitions between utility 
grid-connected and island mode. This paragraph illustrates the behavior of the droop control 
scheme during such transitions. Figure 36 shows the transition from grid-connected 
operation to island mode. At time t = 0 s the grid is disconnected, as can be seen by the grid 
voltage measurement displayed in the uppermost graph. The middle graph shows phase A of 
the filter capacitor voltage (full line) and its reference value (dotted line). It is clear that the 
voltage (which differs only slightly from the load voltage) does not exhibit any transient 
phenomena and tracks its reference very accurately, even at the moment of the utility grid 
disconnection. The lowermost graph shows phase A of the grid current (full line), together 
with its reference value (dotted line). It can be seen that the grid current control is not 
affected by the utility grid disconnection. The proposed droop control scheme can guarantee 
a high supply quality to the loads, as long as the amount of DG units connected to the 
microgrid is able to feed the total load.  
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Figure 36: Utility grid voltage (upper), filter capacitor voltage (middle) and grid current 
(lower) during transition from grid-connected operation to island mode  

During a transition from island mode to grid-connected operation the inverter output voltage 
is first synchronized to the utility grid voltage in order to minimize transients after closing the 
relay. As one can set the maximum difference between the inverter output voltage and the 
utility grid voltage, the relay switching transients can be made as small as desired.  

3.4 Elaboration of scenarios 

The control algorithms and its implementation on the microgrid testbed, described in the 
previous sections, allow further exploration of the scenarios as follows. These form the basic 
distributed control algorithms that runs on the IED of the inverters that are connected to the 
different dispersed energy resources. As shown, the primary control does not only regulate 
frequency and voltage, but it also allows seamlessly switching from grid-connected to 
islanded mode. It functions correctly when there are one, several or many parallel inverters 
connected on the voltage distribution lines.  

Through the Matlab interface which is the graphical user interface to the IED and its control 
algorithm, the different parallel inverters can communicate with each other. In this way 
secondary control, which brings the voltage within the normal range, and tertiary control, 
which allows for economic optimisation, is possible. 
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This communication currently takes place over a static topology as the different IEDs are 
connected to a single hub so that they form a separate Ethernet segment in which there are 
point to point connections from a single inverter to an other one, via TCP/IP messages. 

This setup forms the first reference case for the further analysis of the impact of 
communication problems on these control algorithms. We call this ref_case_1, which forms 
the golden case. 

A second reference case is formed by extending ref_case_1 with the overlay network from 
earlier work in work package 3. This is called ref_case_2, and it implies on the one hand 
additional overhead, due to the overlay management, but also provides a realistic case for 
dynamic microgrids in which nodes leave or join control (secondary or tertiary) applications. 
This will be implemented via a varying set of departmental computers (from 4 to 16) which 
relay messages in the overlay approach. 

Both ref_case_1 and ref_case_2 are then extended by integrating the FOSeL filter as an 
example of an architectural solution developed within CRUTIAL. This forms ref_case_3 and 
ref_case_4 respectively, and also the additional overhead will be measured by evaluating the 
graphs from the control applications. 

From these four reference cases, the impact from the different microgrid scenarios from work 
package 1 are evaluated. This concerns scenarios 10 (impact of network latency), 11 (impact 
of packet loss), 12 (network unavailability), 14 (DoS attacks on the network), 15 (attack on 
overlay network), 17 (impact of incorrect values on tertiary, economic, control) and 18 
(impact of incorrect values on secondary, voltage-level, control).  

Due to some practical problems to get the communication among the different inverters fully 
working, this work is currently being elaborated further and only a first qualitative analysis is 
available, that will be extended in the final period of the project with analog graphs as in the 
previous section. 

This gives rise to the following cases, which will be considered with respect to the reference 
cases. 

Case 1 investigates the effect of introducing additional network latency, as well as of packet 
loss, on the communication and hence on the secondary and tertiary control algorithms, 
which will slow down their convergence and the reaching of a new equilibrium state in case 
of changes in electricity generation or consumption. 

Case 2 temporarily disables point to point connections among different inverters, or 
disconnects the communication to an inverter. It is expected that those effects are more 
visible on the control algorithms, as it can result in the voltage rising above or below the 
dedicated voltage range. In the case of using an overlay network (i.e. starting from 
ref_case_2 and ref_case_4), the disabling of a point to point connection should be resolved 
by the overlay; while this will not happen when starting from ref_case_1 and ref_case_3. 

Case 3 evaluates the effects of DoS attacks on a particular IED of an inverter. If no 
measures against DoS attacks (such as the FOSeL filter) are taken – such as when starting 
from ref_case_1 and ref_case_2 – it is expected that the impact will be similar to that of case 
2. With the FOSeL filter (starting from ref_case_3 and ref_case_4) the effect should be less 
visible as there is a higher probability that control messages pass through. 

Case 4 evaluates the effects of DoS attacks on the overlay network itself. It is hence only 
relevant when starting from ref_case_2 and ref_case_4, and will show the effect of the 
dynamics of the overlay on the control applications. 

Case 5 finally will investigate the effect of malicious faults by emulating the wrong values that 
are expected to drive the control algorithms to set points outside their normal range. (Note 
that this does not pose a safety problem as the electrical protection hardware will drop in and 
disable the invertors if voltages, currents or frequencies are too high or too low.) However, 
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when the FOSeL filter is integrated, which uses authentication, it is assumed that such 
packets are intercepted and their negative effect will not be visible. 

These cases are currently elaborated further and will be reported in the final deliverable of 
the work package 3. 

As such we will be able to analyse the three different levels of robustness in microgrid 
control: 1) the inherent aspects of the control algorithms that make them robust against 
disturbances in different situations (islanded or grid-connected); 2) the influence of an 
overlay layer on the flexibility to deal with dynamic changes and faults; and 3) the impact of 
the FOSeL filter as an example of an architectural solution to increase the robustness to 
withstand DoS attacks. In each of these cases, also the additional overhead in 
communication resources can be analysed. 
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4 CONCLUSIONS 
This deliverable describes how different control scenarios have been deployed on the 
testbeds and how architectural patterns increase the robustness of the control algorithms. 

The teleoperation testbed has been used for performing a first plan of attack processes on a 
testing environment whose preliminary results have been reported in this document. The 
testing environment includes i) TCP Client and Server test applications ii) attack tools iii) 
communication gateways protected via firewalls and VPNs iv) redundant channels.  

A simulator of the standard protocol IEC 60870-5-104, representing the actual TCP 
Client/Server applications in the final testbed, has been developed during the period and 
integrated with the tested applications. 

During the rest of the project running the final attack plan will be executed on the control 
scenarios and the results connected from experiments will be presented and evaluated. The 
attack plan includes a sequence of attacks showing the increasing severity of DoS 
processes: first the denial of the supervision function and maintenance activities, then 
preclusion of the manual intervention of the grid operator, and last the denial of the execution 
of automatic actions in full emergency conditions. 

The global objectives of resilience testing on the four scenarios may be summarized as 
follows: 

�  Validate Public Telecom IP backbone for DSO Supervision and Control 

�  Assess secure tunnelling communication architectures (VPNs) 

�  Assess the redundant communication architecture 

�  Assess the vulnerabilities of standard protocols and their impact on the operation and 
control function 

�  Assess the defence actions (automatic load shedding) 

�  Assess the security of the TSO-DSO communications 

�  Evaluate the impact of attacks in emergency conditions 

�  Assess the vulnerabilities of the central firewall in a Control Centre 

�  To assess the possibility of compromising process functions/data from corporate 
networks 

�  To assess the remote functional testing and operations on the ICT devices 

�  To assess the remote reconfiguration of the substation automation. 

The microgrid testbed has been running primary microgrid control algorithms on two inverters 
equipped as IEDs. These control algorithms interact via the power network to control 
frequency. They can interchange messages via the communication network to allow for 
secondary and tertiary control. Because of some implementation problems, the effect of 
communication problems on these different microgrid control applications has been 
assessed and evaluated qualitatively. More quantitative results will be the goal of the work 
during the rest of the project.  

The final results from measurements and evaluations, investigating the impact of attacks on 
teleoperations and microgrids, will be reported in D17 ‘On EPS-ICT interdependencies in the 
testbeds’. 
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